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Abstract

Crowdsourcing has become the mot du jour when it comes to resolving any 
types of problems, online or offline, that require sustained human involve-
ment. We see it applied in order to motivate employees to engage with less 
rewarding daily routines, to attract the best possible ideas and approaches 
to boost innovation, or to complete data processing tasks that computing 
technology has yet to master quickly and accurately.

In this paper we look at its various forms and flavours, from gamification 
to human computation and grand challenges, and discuss how it could be 
used to turn conventional content management applications into social 
machines in which tasks are performed as optimal combinations of human 
and computational intelligence. We introduce a framework for the analysis 
of the most important building blocks of such systems, as well as design 
and participation best practices that should guide their development.

Key Words: crowdsourcing; content management

1. What is Crowdsourcing?

‘Crowdsourcing’ refers to a novel approach to distributed problem solving, 
in which tasks traditionally assigned to the employees of an organization or 
to a designated group or community of interest are outsourced to a loosely 

http://liber.library.uu.nl
mailto:e.simperl@soton.ac.uk


Elena Simperl

Liber Quarterly Volume 25 Issue 1 2015 19

defined ‘crowd’ of people through an open call (Howe, 2006). This can take 
various forms, from peer production (Haythornthwaite, 2009), in which work 
is undertaken collaboratively, to public competitions, in which only the best 
contributions will be recognized, to participatory sensing, which uses mobile 
devices and sensor networks to collect vast amounts of information (Burke 
et al., 2006). Less than a decade after the introduction of the term in 2006, we 
see crowdsourcing applied to virtually any domain, from using gamification 
to drive employees’ motivation, to challenges and prizes rewarding ideas for 
product development and innovation, to paid microtasks as a new form to 
complete routine content work such as simple text translation, data entry, or 
updates of database records (Dawson & Bynghall, 2012).

Some could rightfully argue that the concept at its core – achieving a goal via 
contributions from many individuals – is not that new; in fact some of the 
most successful exemplars of the ‘wisdom of the crowds’ (Surowiecki, 2005) 
are dated pre 2006 (e.g., Wikipedia), or even, for those who remember, pre 
Web and information technologies. ‘Online crowdsourcing’, however, is still 
quite a recent phenomenon and the efficiencies it brings in mobilizing many 
people in a relatively short period of time make it useful in many ways. In 
the following we will elaborate on the challenges and opportunities it creates.

2. Online Crowdsourcing: Challenges and Opportunities

As the name suggests, the rise of the Web, smart phones, and affordable 
wireless sensors meant that organizations interested in crowdsourcing could 
easily reach out to a global pool of resources, skills, and creativity, read-
ily available at almost any time of the day at the click of a button. In other 
words, when we talk about crowdsourcing, we typically think about scenar-
ios involving groups that are orders of magnitude larger than in the classi-
cal teamwork scenarios that have been subject to organizational management 
and collective intelligence studies (Malone, Laubacher, & Dellarocas, 2010). 
The scale of the exercise has implications for the ways in which individual 
contributions are planned, assigned, coordinated, and appraised; a ‘typical’ 
crowdsourcing project would involve work that can be broken down into 
many smaller chunks that can be completed in the same time by different 
parties; and evaluated to a large extent automatically. This additional over-
head could potentially outweigh the expected benefits of the exercise; for 
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instance, when Google launched a project asking for ideas on how to make 
the world a better place, it took them around three years and 3,000 employees 
to review the 150,000 submissions and identify 16 projects they eventually 
pursued.1 The Netflix challenge is another great example. While the contest 
attracted a fair amount of attention in the media and received several valu-
able contributions, the actual results were never used because the engineer-
ing effort required to integrate the winning algorithm into the platform did 
not match Netflix’ new business model and shifts in customer behaviour. 
While the initiative most likely added to Netflix’ image as a technology pio-
neer, discrepancies in the definition of the crowdsourcing task and evolving 
technical and economic conditions meant that the creative investment of the 
challenge participants was mostly lost.2

A second critical development in online crowdsourcing was the new culture 
of openness, which gradually changed the way government and the private 
sector think about engagement and of the role that citizens and customers 
– individuals or larger crowds alike – could play in improving innovation 
potential and public image. As a central element of crowdsourcing, the open 
call has both upsides and downsides. The upsides are a function of the sheer 
scale of the audience targeted by the call: organizations have access to vast 
pools of external spare resources, sharing risks and rewards with others for 
mutual benefit. The downsides become apparent when touching upon IP 
areas that are too critical to disclose, or because of the lack of insight and 
institutional practice for assigning tasks to the most suitable crowd members 
and incentivizing their behaviour. Far away from the familiarity of estab-
lished social structures, organizations are confronted with a great potential, 
but also with an opaque mass of loosely committed contributors; little is 
known about who they are, what they are good at, and what motivates them 
in short, medium, or long term. The research community and crowdsourc-
ing service providers have put considerable effort into designing methods to 
identify and discourage spam (e.g., Oleson et al., 2011) and retain contribu-
tors’ engagement (e.g., Cuel et al., 2011).

Finally, platforms such as InnoCentive, oDesk, Ushahidi, Kickstarter, or 
CrowdFlower3 have greatly simplified the execution of crowdsourcing proj-
ects, bringing together ‘requesters’ (the person or institution seeking help 
from the crowd) and ‘workers’ (individuals or teams taking on tasks adver-
tised via an open call). Putting aside the principled differences between 
forms of crowdsourcing (see also Figure 1), which make them from the offset 
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amenable only to specific types of problems, the success of any crowdsourc-
ing endeavour will crucially depend on the ability of the requester to benefit 
from crowd inputs and encourage participation, while taking into account 
frame conditions such as time, budget, and quality. For instance, one tends 
to distinguish between macrotask and microtask crowdsourcing scenarios 
to refer to the granularity of tasks that are accomplished by individual con-
tributors. Microtask crowdsourcing is used when the task is highly parallel-
izable and can be divided into smaller pieces down to a ‘micro’ level, which 
takes only seconds to minutes to complete. The model is very similar to the 
MapReduce programming paradigm, according to which a task is executed 
via a parallel, distributed algorithm. Macrotasks, in turn, refer to those cases 
when the Map phase of the algorithm is not straightforward to define. This is 
typically the case for creative tasks or other complex tasks whose resolution 
requires a great share of contextual information or dependencies to interme-
diary results. Another important feature to distinguish forms of crowdsourc-
ing is the incentive mechanisms that are put in place. Both macro- and 

Figure 1: Main forms of crowdsourcing according to The Daily CrowdSource.4
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microtask projects could rely on any combination of the money, passion, 
glory triangle (Malone et al., 2010). Requesters could organize a contest and 
reward the best contributors, appeal to people’s intrinsic motives to partici-
pate freely, or pay each of them based on their efforts. The challenge then is 
in the mismatch between these factors and the level of support offered by 
crowdsourcing platforms, which is more often than not rudimentary. Most 
of these platforms merely provide access to their crowd of registered con-
tributors, leaving the requesters alone with the design of the actual project, 
the definition of rewards, and the assessment of the crowd outputs. Later 
in Section 5 we will introduce a principled approach to guide this process, 
informed by existing case studies, related literature on incentives and moti-
vation, and our own experience. We propose a four-dimensional analytical 
framework, which assists a requester in her effort to identify promising ways 
to reach out to a crowd and benefit from the outcomes it produces. To illus-
trate the use of the framework, we will refer to two examples familiar to the 
research libraries community: one related to citizen science, a novel approach 
to pursue scientific inquiry using the knowledge and skills of non-expert 
volunteers (Wiggins & Crowston, 2011); and a second one around scholarly 
publishing, in which we explore the use of crowdsourcing to enrich existing 
metadata about research papers with links to the datasets they cite (Drăgan 
et al., 2015). However, before we go on to introduce the framework, we will 
first add more context to the ways it could benefit researchers and library 
practitioners by positioning crowdsourcing against related terminology and 
then discussing a set of existing crowdsourcing projects that we deem rel-
evant to the field.

3. Related Areas

Since the invention of the Turing machine we have experienced a paradigm 
shift in the usage of computers, which slowly advanced from purely calcula-
tive devices to facilitators of a wide range of human interactions. The emer-
gence of ‘Computer-supported Collaboration Work (CSCW)’ (Grudin, 1994) 
is representative for the early days of this trend. CSCW addresses “how collab-
orative activities and their coordination can be supported by means of computer sys-
tems” (Grudin, 1994), whereas the initial concept evolved towards the more 
broader field of ‘Computer-supported collaboration’ (CSC), which encom-
passes work-related aspects.
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The Web as a global platform for information access and sharing marked a 
second essential milestone; in particular, through the principles and tech-
nologies promoted under the label Web 2.0 and the proliferation of smart 
mobile devices. These developments led to an amazing growth in terms of 
the amounts of content available online and mass participation. They are 
responsible for hundreds of millions of users all over the globe creating 
high-quality encyclopaedias, publishing Terabytes of multimedia content, 
contributing to world-class software, and lively taking part in defining 
the agenda of many aspects of our society. This progression towards ‘pro-
sumerism’ found more and more adopters in the public and private sec-
tor as well, as governments and enterprises not only became active in 
open initiatives, but sought the knowledge and advice of their custom-
ers and employees in taking decisions related to organizational manage-
ment, product development, services offers, and policies. In this context, 
a number of terms are used to refer to the ways people interact with each 
other and with applications: ‘wisdom of the crowds’ (Tapscott & Williams, 
2008), ‘collective intelligence’ (Lévy & Bonomo, 1999), ‘open innovation’ 
(Chesbrough, 2003), ‘human computation’ (Von Ahn, 2009), ‘social com-
puting’ (Wang, Carley, Zeng, & Mao, 2007), and ‘social machines’ (Hendler 
& Berners-Lee, 2010).

Wisdom of the crowds (Surowiecki, 2005) refers to a principle for decision 
making that takes into account the input of a group of people rather than just 
individuals; the use of specific technologies, most notably Web 2.0 and mass 
collaboration tools, has made it possible for such processes to be carried out 
at scales hardly conceivable in the past, and to involve highly diverse and 
geographically distributed participants. A similar concept, though broader 
scoped, is collective intelligence, defined in (Malone, Laubacher, & Dellarocas, 
2009) as “groups of individuals doing things collectively that seem intelligent”; the 
field is concerned with all forms of collective behaviour, including animal and 
artificial intelligence. The crowd element in crowdsourcing has commonali-
ties with both these areas. Compared to the wisdom of the crowds, it studies 
a slightly more focused class of scenarios. We are talking about a requester 
aiming to achieve a certain goal via contributions submitted in response to an 
open call. Sometimes, individual crowd inputs will be coalesced into a final 
output; other times, only a selection of these inputs will be deemed as useful 
and recognized accordingly. The collective component in crowdsourcing can 
be more or less explicit. The emphasis is on human participants, supported by 
technology.
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One of the direct consequences of the popularity of the wisdom of the crowds 
notion was a stronger investment worldwide in open innovation. Open inno-
vation could in fact be seen as a manifestation of the wisdom of the crowds 
in business environments, or, in the words of the authors, as a “paradigm that 
assumes that firms can and should use external ideas as well as internal ideas, and 
internal and external paths to market, as the firms look to advance their technology” 
(Chesbrough, 2003). At a more general level, the approach could be applied 
to any domain, from science to public policy, and crowdsourcing is typically 
associated with this large collection of scenarios. Just as in open innovation, 
the crowd responds to a call in which contributions are sought to achieve a 
specific goal.

When these goals are heavily motivated by technology we speak about 
human computation (Quinn & Bederson, 2011). More specifically, human 
skills are applied to tackle technical tasks that computers still find challeng-
ing, for example, summarizing or paraphrasing text or recognizing things 
in images. Unlike open innovation, the focus is on so-called ‘microtasks’, 
which refer to simple works that require basic language understanding 
and cognitive processing capabilities in the range of seconds to minutes to 
complete. This sort of tasks are an important part of today’s crowdsourcing 
landscape, in particular via platforms such as Amazon’s Mechanical Turk5 or 
CrowdFlower, which offer small financial rewards to an anonymous crowd 
engaged with microtasks posted by various requesters. Human computation 
is also at the core of a research area called ‘games with a purpose’ (GWAP) 
(Von Ahn, 2009), which build a game-like environment including points, 
badges, leaderboards and other common game elements to encourage people 
to complete microtasks.

Social machines refer to online socio-technical systems composed of crowd 
and algorithmic components (Smart, Simperl, & Shadbolt, 2014). Compared 
to crowdsourcing, there is less of a focus on an open call inviting contribu-
tions towards a specific goal. Many content sharing platforms and social 
networks are great examples of social machines, though their outsourcing 
element is less pronounced. A more important difference between the two is 
hidden in the automation part of social machines, which are about principled 
and useful ways to combine human and computational intelligence and not 
just about accomplishing goals with the help of an open crowd. A similar line 
of reasoning could be followed to point out the overlaps between social com-
puting and crowdsourcing. The latter is an area of computer science which 
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refers systems that support “the gathering, representation, processing, use, and 
dissemination of information that is distributed across social collectivities such as 
teams, communities, organizations, and markets” (Parameswaran & Whinston, 
2007). As such, compared to the general concept of ‘Computer-supported 
collaboration’, social computing puts a greater emphasis on the information 
management capabilities of groups and communities, and less on the way 
these capabilities emerge as a joint effort. Crowdsourcing benefits from social 
computing technology to build useful tools that support crowdsourcing proj-
ects, from marketplaces where requesters and workers meet to methods to 
encourage collaborations and ideas exchange, coordination, engagement and 
results validation.

4. Crowdsourcing and Research Libraries

There are several classes of crowdsourcing applications pertinent to research 
libraries that have already proven successful. First, there are platforms such 
as figshare6, ResearchGate7, Mendeley8, and Taverna9, which offer a forum for 
scientists to manage, share, and comment upon research outputs such as pub-
lications, background literature, datasets, and experimental workflows. From 
a purely crowdsourcing standpoint, common to these initiatives is a strong 
online community element. The basic assumption is that the main incentive 
for people to register to and use the platform is the services it provides, which 
in the long run would lead to more visibility among like-minded peers and a 
higher impact of one’s research. From a content management point of view, 
participants are asked to contribute information about their own publications 
and related research artefacts, manage shared lists of references, exchange 
ideas and commentary, and network. A second class of applications focuses 
less on scholarly publishing, but aims at building communities of interest 
around a particular scientific topic. There are various examples in this space, 
from cultural heritage projects such as History Pin10 to citizen science plat-
forms such as Zooniverse11, hosting tens of individual projects in natural 
sciences and the humanities. In this context we also find open innovation-
centric R&D platforms such as InnoCentive12 and Kaggle13, which outsources 
hard scientific problems to a global community of experts and online com-
munities of practice such as PolyMath,14 which encourages scientists to work 
together and solve problems of general interest. Finally, there are initiatives 
and tools that are not specific to digital libraries, but could nevertheless prove 
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useful in supporting research librarians. This third area is very broad, and 
encompasses anything from crowdsourced encyclopaedias to projects like 
Distributed Proofreaders15, which uses human computation to improve OCR 
text detection, or Duolingo16, which advances machine translation by gamify-
ing language learning.

From the diversity of these systems we learn two things: first, that crowd-
sourcing can be successful in many areas; second, that there are many ways 
in which one could apply a crowdsourcing approach to achieve a specific 
goal. In the following we will introduce a framework which structures the 
crowdsourcing design process and helps potential requesters in understand-
ing the differences between the different forms of crowdsourcing and the 
implications of choosing one or another.

5. A Guide to Crowdsourcing

5.1.  Overview

In any crowdsourcing endeavour one speaks about a requester, which is the 
person or organization that issues the call to outsource, and a general goal to 
be achieved through the crowdsourcing activity. This goal will translate into 
specific tasks that members of a crowd are invited to take on. The outcomes 
they achieve are then assessed and potentially assembled into a final result that 
the requester can use. Participation of the crowd relies on the motivations of the 
contributors as well as on incentives mechanisms engineered by the requester.

Based on this simplified view of a crowdsourcing process, we distinguish 
between the following four design dimensions in our framework:

1. What to crowdsource. A mapping of the high-level goal to specific 
tasks to be completed by the crowd on specific platforms.

2. Who is the crowd. Crowdsourcing is essentially driven by an open 
call, which implies that the requester knows little to nothing about 
potential contributors. However, practically the crowd that can be 
reached via the call and should respond to it is determined by the 
crowdsourcing platforms and advertising channels the requester 
uses or by knowledge and skills pre-requisites.



Elena Simperl

Liber Quarterly Volume 25 Issue 1 2015 27

3. How to crowdsource. Depending on what is crowdsourced and the 
foreseen participants, the requester has to design and execute the 
tasks and define assessment criteria and put tools in place to con-
solidate individual contributions into a result that can be used by the 
requester. There are a number of options to make the process more 
effective, reducing unintended behaviour (e.g., spam), and exploit-
ing economies of scale, talent, availability, time, and budget.

4. How to incentivize. Participation is an essential pre-requisite for any 
crowdsourcing project. Task, crowd, and platform features have an 
impact on the number of contributors and their level of performance 
and engagement. Choosing the right incentive mechanisms and 
refining them to shape crowd behaviour greatly contributes to the 
success of a project.

In the following we will elaborate on each of these dimensions and bring in 
examples relevant to the research libraries community.

5.2.  What to Crowdsource

While the overall goal of a crowdsourcing exercise might be clear, it is often 
too general to be translated one to one into an open call targeting a large 
unknown group of people. The basic assumption is that the reason why a 
requester considers crowdsourcing in the first place is because it is more 
effective (in terms of time, costs, or quality of results) than other options – 
these being, the knowledge, skills, and expertise available in-house, or the 
use of ICT tools. Open innovation would target the former; human compu-
tation would be related to the latter. More specifically, we see it applied to 
those tasks that require knowledge, cognitive, and social skills that are not 
easily replicable by computing technology. Typical examples can be found in 
the creative industries (e.g., ideas for new products, logo designs), in R&D 
(e.g., improving Netflix’ recommendation algorithms), or in the broad range 
of common daily activities humans are exceptionally good at (e.g., under-
standing written or spoken language, identifying and classifying objects in 
pictures, finding and cross-checking facts, assessing subjective qualities of 
content such as sentiment, aesthetics etc.).

Putting aside the broader debate about the natural or present limits of 
artificial intelligence, decisions to use crowdsourcing to carry out a specific 
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tasks are often a matter of resources: finding the right software which would 
offer a similar functionality, customizing it to one’s needs, training it using 
specific data and analysing the results. The reason why some many request-
ers prefer human to machine computation is because in many cases at least 
one of these activities is not effective. GalaxyZoo, the first Zooniverse project, 
used people to classify galaxies in images because putting together a software 
alternative would have taken months and substantial investment; building 
on clever promotion and the natural fascination people have for the universe, 
they completed the task in a matter of days.

Going a step further, it is important to think about the best way to translate 
the high-level goal of the project into specific tasks that can be presented to 
the crowd. This boils down to at least two important questions: what will the 
crowd see, or how would one create an easy-to-understand description of the 
task at hand, and what kind of contributions does one expect. We will explain 
both using an experiment in the area of scientific data citation (Drăgan et al., 
2015; Hitchcock et al., 2002). The ultimate aim was to add information about 
data sets that scholarly publications refer to, as a means to improve research 
reproducibility and get a feeling of the impact of specific data sets. One could 
imagine a publisher wanting to offer richer services to its readers through 
augmented content, or a scientist who shared a data set with the broader 
community looking for a way to demonstrate impact beyond her publica-
tions and the number of citations they achieve. This general goal could be 
understood in several ways from a crowdsourcing point of view:

1. Given a publication, tell me which data sets it mentions. In this 
case, the requester is aiming to collect a list of data sets from the 
crowd. A list of publications is enough to kick-start the crowdsourc-
ing process. However, very little is known about which answers 
would be correct or not due to the open nature of the question. This 
possibly complicates the use of the results, especially the answer set 
is large.

2. Given a publication and a data set, tell me if the data set is relevant 
to the paper. This is a much more constrained task, with a closed set 
of possible answers, one of which would be correct: either the paper 
mentions the data set or not. This means that the requester would 
most likely have less trouble assessing the contributions (more about 
this later), but is also assumes that a list of potentially relevant data 
sets is available in advance.
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3. Given a publication and a list of data sets, choose the one(s) that 
are relevant. This is variation of the first two that accepts multiple 
answers and requires that the requester knows which data sets could 
be subject to the task at all.

4. Here is a data set, tell me a paper that mentions it. This is the data 
set-centric version of the first task, with similar characteristics and a 
possibly even larger answer set.

5. Here is a data set and a list of publications, tell me which publica-
tions refer to the data set. Again, a multiple-choice variation of the 
previous task, which would assume that the requester can generate a 
plausible list of candidates for the crowd to choose from.

Complementary to the distinction between open and closed tasks one has 
to consider its interface to the crowd. No matter which of the five tasks 
one would go for, the next step would be to decide how the two relevant 
types of items (publications and data sets) would be shown to the crowd. 
Publications are text and as such one could consider anything from display-
ing title and authors to the abstract, the first page, or even the entire docu-
ment. Other forms of media are less straightforward to render. In particular 
for data sets, one could mention the name of the data set or a Web site that 
describes it. Whatever the human interface is eventually selected, the aim 
should be to balance the time required to complete the task with the knowl-
edge and context required to do it well. For example, reading a full page 
of text might give the contributor lots of information about the research 
and its data sets, but it will take time. If data sets tends to be mentioned 
in the abstract, then showing only that restricted view of the publication to 
the crowd might do. Related to this is also the question of identification: we 
could imagine two versions of a paper with the same title and author (e.g., a 
technical report and a peer-reviewed article), or even more so, multiple ver-
sions of the same data set. The requester needs to be aware of these details 
and decide whether they are part of the answers he is seeking to obtain from 
the crowd.

There might also be an issue with the availability of task inputs. The full 
paper might not be available for free for the contributor to consult, while the 
title, authors, keywords, and abstract typically are. A selection of data sets or 
publications to choose from would have to be built in advance, possibly using 
automatic tools, which have their own limitations. Giving the crowd a set of 
options makes the results more predictable and as such easier to process, but 
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it also means that if the initial list was greatly incomplete or just wrong, the 
results from the crowd will reflect that.

Finally, it might be that the initial goal will be translated into a number of 
tasks to be carried out by different crowds, possibly as part of a greater eco-
system involving in-house expertise and automatic tools. For example, one 
could imagine a scenario in which our scientific publisher would first run 
an information extraction algorithm on a corpus of publications to identify 
names of data sets, then run some crowdsourcing experiments on Mechanical 
Turk to filter out false positives and, complementarily, to find out missing 
data sets, before finally launching a Twitter campaign calling publications 
authors to double check the results and add versioning information.

5.3.  Who is the Crowd

This example is also illustrative of the role of the crowd in a crowdsourc-
ing project. Each specific task will require skills and know-how, some more 
difficult to find than others. This has to be taken into account when decid-
ing how the task will be presented to the crowd. For example, in GalaxyZoo 
citizen scientists are only gently introduced to expert terminology – the aim 
of the Zooniverse designers is to phrase the questions in a way that is under-
standable without having any background in astronomy in order to appeal to 
a greater group of people. However, many classes of crowdsourcing projects 
target specific communities of interest, either due to the nature of the task 
itself, or the way it will be crowdsourced (see next section). Sometimes the 
platform dictates the audience. figshare and Mendeley are explicitly geared 
at researchers. Duolingo is appealing to people who want to learn a foreign 
language. In games with a purpose the human computation element is hid-
den underneath a game narrative; they target primarily casual gamers. In 
other cases, the channels used to promote the open call implicitly introduce 
a bias in the formation of the crowd. Social networks will reach only people 
directly or indirectly related to the account making the post. Mailing lists and 
discussion forums, even when they are open, are frequently read only by a 
specific group of subscribers; the same applies to Web sites. It is important to 
understand which types of crowds could be potentially relevant and neces-
sary to achieve the requester’s goal. Some of them will be accessible via dedi-
cated channels; they will engage with the task differently and be more or less 
motivated to reply to the call. Even when they do, the quality of the outcomes 
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will vary greatly and, as we are talking about non-traditional work environ-
ments, the requester will initially have very little knowledge about skills, 
availability, and willingness to contribute. As we will see in the next sections, 
there are ways to compensate for this lack of information, either by using a 
particular platform, by learning to predict performance of crowd members 
from previous interactions and by aligning incentives and motivation.

5.4.  How to crowdsource

Earlier we discussed several factors that help us understand the main classes 
of crowdsourcing. One important dimension is the level of granularity of the 
task.

In a macrotask scenario, the task is outsourced as it is to one or more con-
tributors. The assumption is that the requester will evaluate the submissions 
and select a small subset of them. This model is followed in open innova-
tion, in challenges, in participatory government, or on virtual labour mar-
ketplaces such as oDesk. The requester needs to define the task, evaluation 
criteria, and incentives. There are a number of options both for assessing 
and rewarding contributions (Quinn & Bederson, 2011). Assessment could 
be carried out manually, by the task owner or by a panel of experts, openly 
or privately. It could involve votes from the community, including peer con-
tributors, or just an automatic algorithm. All this affects the level of engage-
ment and the degree to which the crowd is willing to subscribe to the final 
decisions. This aspect is important in particular for those types of tasks which 
are difficult to evaluate with objectivity, from ideas co-creation to product 
design. Regarding incentives, a great deal of crowdsourcing projects rely on 
volunteers. Citizen science is just one prominent example, but one could look 
at any platform for user-generated content or at open-source software proj-
ects as well. Challenges like the Netflix one work with sometimes significant 
financial rewards; the same applies to virtual workforce providers.

In a microtask scenario, the task will be broken down into smaller chunks 
executed independently. In some cases this might be less straightforward 
than one thinks. Consider, for instance, a language translation project: a 
document of hundreds of pages should be translated from one language to 
another. One option would be to use an online service, which will deliver a 
complete translation in one go, possibly requesting several quotes from the 
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crowd to get an idea of the level of quality in advance. The alternative would 
be to break down the overall exercise into bits of text that can translated in a 
matter of minutes by multiple translator, and merge the results into the final 
document. Using a platform like CrowdFlower one could complete the task 
in a matter of hours, but additional effort would be needed to compare alter-
native translations and make sure the integrated document is consistent and 
reads well. In the same vein, this second step could be divided into subparts 
of several pages each, which would be proof-read and edited by the crowd. 
Having several people work on the document at the same time would expe-
dite the process. The important point in this example is the fact that achiev-
ing a higher efficiency might require translating the initial task in complex 
workflows, which require coordination, and additional design effort.

A second dimension distinguishes between explicit and implicit crowdsourc-
ing. In the first case, the requester uses a professional crowdsourcing plat-
form as well as social media and other PR channels to solicit contributions. 
In the second case, the purpose is less explicit. This applies most prominently 
for games with a purpose or for participatory sensing. In both examples the 
crowd does not explicitly join solve tasks; they play a game or collect and 
share information via their mobile devices or other sensors, and the results are 
used by the requester for their own purposes. These examples should make 
clear that the basic approach – achieving an aim or solving a problem with the 
help of a group of people – is not new. In fact any type of social computing 
technology, from Google updating their search algorithms based on who is 
clicking on which links to Amazon recommending products using collabora-
tive filtering has similarities with implicit crowdsourcing. However, what is 
new in crowdsourcing is the explicit call, including goals, assessment criteria, 
and rewards, which are not central to social computing. From a crowdsourc-
ing point of view, the fact that collective action is taken implicitly often means 
a change in the incentive schemes – as the participants go about their own 
activities and are not ’bothered’ with additional, potentially intrusive crowd-
sourcing tasks, they may not require to be explicitly motivated to join.

Validating and aggregating the results produced by the crowd is a core com-
ponent of every crowdsourcing project. First and foremost, the requester can-
not assume that contributions will be usable as they arrive. This is due to 
many reasons, from subpar skills to bad will to an ill-defined crowdsourcing 
call. Either way, the requester will have to assess what the crowd created. 
When microtasks are involved, the hope is that this activity will be carried 
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out mostly automatically (Quinn & Bederson, 2011). One common approach 
is redundancy – having multiple members of the crowd undertake the same 
task and using a weight metric (e.g., majority voting) to identify the answer 
which is most likely to be correct. More sophisticated solutions have been 
intensively researched in the crowdsourcing literature. In Ipeirotis, Provost 
and Wang (2010), for instance, weights take into account the previous perfor-
mance of workers.

Similar learning techniques are applied to optimize other aspects of the pro-
cess as well, from assigning tasks to the best skilled or available contribu-
tors (Le, Edmonds, Hester, & Biewald, 2010; Raykar & Yu, 2011), to grouping 
related tasks into bunches (Heymann & Garcia-Molina, 2011) to explore 
economies of scale and learning effects, to training and providing feedback 
to improve performance and retention (Dow, Kulkarni, Bunge, Nguyen, 
Klemmer, & Hartmann, 2011).

5.5.  How to incentivize

The social fabric of a crowdsourcing endeavour creates a number of chal-
lenges for the designers of related platforms and experiments. Let’s remem-
ber that the requester’s aim is to achieve its goal within certain constraints, 
which can be a certain level of quality, or time, or resources. No matter what 
flavour of crowdsourcing one would go for, the people contributing will 
behave according to their own motivation and will react to the incentive 
mechanisms put in place by the requester. Essentially one can distinguish 
between three classes of scenarios in this context (Malone et al., 2010): love, 
glory, and money, mapping more or less to intrinsic motivators, extrinsic 
motivators, and financial incentives. Love and glory stand for scenarios in 
which participation is on a voluntary basis and there are no remunerations 
involved – the crowd finds the tasks enjoyable or rewarding in themselves, or 
the status that comes with their involvement. Volunteer crowdsourcing has 
many advantages: it saves costs, and can, at least for a while, attract a large 
number of contributors. Citizen science projects, Wikipedia, or social good 
campaigns all stand are manifestations of how powerful and effective it can 
be. However, it is also difficult to replicate for all types of tasks, especially 
when these are repetitive, unpleasant, or less important for the potential con-
tributors. Reward models, by contrast, are often easier to control and study, 
though they are not without challenges (Cuel et al., 2011).
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The requester has to decide what to pay for and how much and the behav-
iour of the crowd will be a function of both (Simperl, Cuel, & Stein, 2013). 
There is a large body of research in the crowdsourcing community studying 
optimal pricing strategies (Archak, 2010; Singer & Mittal, 2013) or the inter-
play between incentives and other factors such as existing social structures 
(relevant, for instance, when a crowdsourcing project is carried out in an 
existing social network or in an enterprise) or motivation. Studies such as 
(Feyisetan, Simperl, van Kleek, & Shadbolt, 2015; Kaufmann, Schulze, & Veit, 
2011) have shown that contributors to crowdsourcing platforms are driven by 
a rich set of reasons and that relying on financial incentives only might miss 
great opportunities for engagement and performance gains.

An interesting case in studying incentives engineering are games with a pur-
pose and gamification techniques. They are associated with human compu-
tation-style of tasks, which tend to be repetitive and not always intellectually 
stimulating, which are not necessarily rewarding in themselves. Adding game 
elements to the job is expected to raise motivation, as players take on chal-
lenges, receive immediate feedback on their performance, and can compete 
against others. However, developing a good GWAP is often more tricky than 
it seems. Some tasks and domains will remain more appealing and ac cessible 
to gamers than others – common knowledge subjects, sports, celebrities, some 
scientific disciplines tend to work better than, say, product catalogues or tax-
onomies of economic terms. The game narrative is equally important, along-
side some knowledge of the task domain that allows the requester to reliably 
implement core game elements like feedback and levels. Going back to the 
example we had on publications and data sets, let’s say we have an idea for a 
game to turn the relatively unexciting task of linking the two into something 
people could imagine doing at high speed and for a longer period of time. 
Building in something as basic as levels ideally requires a means to distinguish 
between easier and more challenging data set citation tasks; if this is not the 
case, one would most likely shorten the time or ask for additional information 
to make the tasks more difficult. Giving feedback implies that the requester 
has an idea about the data sets mentioned in publications – a gold standard is 
needed, which takes time and resources to build. Alternatively one could think 
about multi-player models with peer assessment (Von Ahn & Dabbish, 2008) 
or about rewarding participation instead of accuracy in the hope that redun-
dancy in answers will compensate for that. Even so, the players will constantly 
need additional features to keep them coming back to the game; this is not easy 
to justify for one-off crowdsourcing projects (Thaler, Simperl, & Wölger, 2012).
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6. From Crowdsourcing to Social Machines

From the discussion so far it should become clear that there is no single way 
to crowdsource a task. There are crowdfunding (funding a venture with the 
help of monetary contributions from the crowd), microtasks (crowdsourcing 
for routine work broken down into smaller, independent units), macrotasks 
(closer to classical outsourcing), challenges (competitions targeting grand 
scientific, technology, business, or social questions), and ’volunteer cam-
paigns’ (initiatives seeking ideas and contributions for the public good), and 
possibly many others, and each potential requester will have to understand 
what these forms of crowdsourcing mean and the extent to which they would 
be suitable for their goal. For each of them, there are dozens if not hundreds 
of service providers to choose from, offering varying level of assistance and 
support in terms of project set up and operation.

This article has tried to shed light on the richness of this design space, in 
which there will be many options to consider and a potential requester will 
have to pick some and possibly use them in combination, while understand-
ing boundary conditions, effectivity, and the impact of incentives. Ideally 
we are aiming at systems combining both crowd and machine intelligence, 
which some call social machines; they leverage the best attributes of human 
capabilities and computing technologies to realize something that meets not 
only purely utilitarian reasons, but might turn out to be rewards and ethi-
cally responsible as well.

A number of prominent examples aside, today we still see a divide between 
these two forms of intelligence, between conventional IT systems dedicated 
to data-and computation-intensive tasks, and Web 2.0 sites offering some 
combination of well-known participatory features, in which user-generated 
content and the underlying social network evolve dynamically and hand-in-
hand. However, as technology becomes more and more ubiquitous, many of 
the challenges we witness in any domain of our life, business, and society 
will soon require solutions that rely on both of these axes: a sophisticated 
combination of data-intensive, complex automation and deep community 
involvement. This suggests the need for new types of systems to tackle these 
emerging challenge and for a thorough understanding of the science and 
engineering of (the continuum of) social machines.
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Notes

1 See also http://googleblog.blogspot.de/2009/09/announcing-project-10100-idea-
themes.html.

2 See also https://www.techdirt.com/blog/
innovation/articles/20120409/03412518422/
why-netflix-never-implemented-algorithm-that-won-netflix-1-million shtml.

3 http://crowdflower.com/

4 http://dailycrowdsource.com/ 

5 https://www.mturk.com/

6 http://figshare.com/

7 www.researchgate.net/

8  www.mendeley.com/

9 http://www.taverna.org.uk/

10 https://www.historypin.org/

11 https://www.zooniverse.org/

12 http://www.innocentive.com/

13 https://www.kaggle.com/

14 http://polymathprojects.org/

15 http://www.pgdp.net/c/

16 https://www.duolingo.com/

http://googleblog.blogspot.de/2009/09/announcing-project-10100-idea-themes.html
http://googleblog.blogspot.de/2009/09/announcing-project-10100-idea-themes.html
https://www.techdirt.com/blog/innovation/articles/20120409/03412518422/why-netflix-never-implemented-algorithm-that-won-netflix-1-million�shtml
https://www.techdirt.com/blog/innovation/articles/20120409/03412518422/why-netflix-never-implemented-algorithm-that-won-netflix-1-million�shtml
https://www.techdirt.com/blog/innovation/articles/20120409/03412518422/why-netflix-never-implemented-algorithm-that-won-netflix-1-million�shtml
http://crowdflower.com
http://dailycrowdsource.com
https://www.mturk.com
http://figshare.com
www.researchgate.net
www.mendeley.com
http://www.taverna.org.uk
https://www.historypin.org
https://www.zooniverse.org
http://www.innocentive.com
https://www.kaggle.com
http://polymathprojects.org
http://www.pgdp.net
https://www.duolingo.com

